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Short Abstract: Two technologies have been widely applied for ab initio splice site
prediction, WMM and WAMs. We show that WMMs and WAMs are part of the search space
of inference algoritms for Sochastic Regular Grammars and present an algorithm that
converge to any of them. 

Long Abstract:
Biological signal prediction by computational methods is an important step for an accurate ab
initio gene prediction. In particular, splice site prediction is a difficult and relevant problem.
Weight Matrix Method (WMM)[11] and Inhomogeneous Markov Model (IHMM or WAM) [16]
are two signal sensors that were incorporated in ab initio gene prediction, and are widely
used in splice site prediction methods [7, 12, 8, 1]. 

In the last two decades, various pattern recognition methods were applied in splice site
prediction and some of them uses WMM or IHMM, such as decision trees, and Support
Vector Machines (SVM) [13]. Maximum Dependence Decomposition [2] is a decision tree
approach that makes a partition of the dataset such that the strongest dependencies are
captured at the earliest branch points, and WMM or IHMM can be used to represent each
subset of the tree. SVM has been employed recently, and it also have applied WMM for
feature extraction [5]. 

Probabilistic Finite Automata (PFA) is a syntactic object which can model and generate the
same probability distribution as Hidden Markov Models (HMM) [6] over sets of strings [14].
Deterministic PFA (DPFA) are not as powerful as HMMs, but some problems become
tractable: (1) DPFA has a simple and efficient recognizer (called parser ) with complexity
O(n), where n is the size of the word. (2) DPFA equivalence problem is tractable, because it
admits a minimal object. In a previous work, we have shown that a DPFA has a similar
performance than NNSPLICE[9] for donor site prediction [15]. 

In our current work, we show that WMM and IHMM are particular cases of Deterministic
Probabilistic Finite Automata (DPFA), and that both signal sensors are in the search space of
DPFA inference algorithms that employ prefix tree automata: Learn Acyclic PFA (LAPFA)[10]
and ALERGIA[3]. These algorithms work over a search space that can be viewed as a lattice
in which the elements are the automatas. The canonical automata of this lattice is the prefix
tree automata that recognizes only the training set, and the universal automata has only one
state with recursive transitions for every entry symbol, recognizing any string over the
alphabet. The DPFA interence algorithms mentioned above modify the prefix tree automata
interactively by merging different states. This creates a search space of automata that can be
reached from the prefix tree automata by successive state merging operations [4]. The idea



is to search an automata that is a good approximation of a target probabilistic automata. 

In spite of IHMMs being in the theoretical search space of the LAPFA algorithm, experiments
with splice site prediction have shown us that even the best parameter setting of the
algorithm was converging to a DPFA similar to a WMM, in spite of the fact that IHMM
presented better prediction performance. We have thus developed a modification of LAPFA
that enables it to also converge also to IHMMs, if the training sample supports this
convergence. 

DPFA could be a good alternative to IHMM and WMM, but more investigation must to be
done, in particular trying to find better convergence points in the specific case of splice sites. 

In this work we present the proof that IHMM and WMM have equivalent DPFAs, the proof
that the DPFAs are in the theoretical search space of prefix-tree-based DPFA inference
algorithms, and an extension of the LAPFA inference algorithm, that ensures it can also
converge IHMM-equivalent DPFAs. Finally, we show the comparative results of the new
DPFA inference algorithm on splice site prediction against WMMs and IHMMs. Future work
includes a study of other modifications on the LAPFA algorithm aiming at improving the
performance of DPFAs on splice site prediction in particular and signal prediction in general.
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